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MATH 565 Monte Carlo Methods, Fred Hicker‘ell, Fw 202


https://artowen.su.domains/mc
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https://QMCSoftware.github.io/MATH565Fall2025/assets/docs/As_Forecasts_Go_You_Can_Bet_on_Monte_Carlo-WSJ.pdf
https://www.pexels.com/search/stock%20market/
https://d9-wret.s3.us-west-2.amazonaws.com/assets/palladium/production/s3fs-public/thumbnails/image/4Fraking42412-920.jpg
https://research.nvidia.com/publication/2023-05_recursive-control-variates-inverse-rendering
https://www.mdpi.com/2220-9964/13/3/97?
https://www.v7labs.com/blog/neural-network-architectures-guide?utm_source=chatgpt.com
https://www.flickr.com/photos/disneymike/2090890736
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e Queues — arrival times and service times of customers
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# ’How Is this expressed quantitatively?

option payoff

fluid pressure

pixel intensity

statistical model parameter
neural network parameter
service time

Y = random variable denoting quantity of interest =

f(X), where
multivariate random variable with a simpler distribution

X

We want to estimate the mean, variance, quantile, or probability distribution of ¥
using sample versions
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“# Are we there yet?

You are visiting your friend and it will require

A 5 minute walk to the ‘L station

* Waiting for the train, which arrives every 20 minutes

e [raveling 35 minutes by ‘L

 Catching a taxi at the ‘L’ destination
 Thereis a 20% chance that the car is waiting for you
* Otherwise the average wait time is 10 minutes

A 12 minute taxi ride

How long should you plan for the trip to take?

Let’s look at this Jupyter Notebook AreWeThereYet on the class website
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https://github.com/QMCSoftware/MATH565Fall2025/blob/main/notebooks/AreWeThereYet.ipynb
https://qmcsoftware.github.io/MATH565Fall2025/

(4
ot

“#Let me know your degree program?
 (Go to menti.com
e Use code 6222 6078
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http://menti.com

#*Why should you attend synchronously?
* You will be better keep pace?
* You will get real time answers to questions?

* You can influence the pace and direction of the course?

* You can help your peers learn and benefit from them—partake in a leaning
community

* To help me know you, in case you want a reference, or to add me to your
Linkedln network




“*Review of probability

Let Y be a random variable with a sample space % C |
P(Y € Q) means the probability of the event 2
Fis the cumulative distribution function F(y) :=P(Y <vy), y € ¥
() is the quantile function Q(p) :=infly e ¥ : F(y) >p}, 0<p<1

lg(Y)] := /@ g(y)dF(y) is the expectation of g(Y)

discrete continuous
o 1s the probability mass function o Is the probability density function
o(y) = P(Y =y) o(y) == F'(y)
V) = 3 g(y) o) Slg(v)] = | 9w ely) dy
Y

yew
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“Moments
pn:=1E(Y)Is the meanof Y

o° = var(Y) := E[(Y — u)?] is the variance of Y

o 1S the standard deviation

cov(Y) := (E[(Y; — pj) (Vi — “k)])j,kzl

IS the covariance matrix of the random vector Y
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“*Binomial Distribution

This is a coin-flipping distribution with the probability p of heads
Y ~ Binomial(n, p) scipy.stats.binom(n, p)

0(y) : (y) Y (
Ly ( )

Q(p) =inf{y € {0,1,...,n}: F(y) > p}
p=EY)=np o =var(Y)=np(l - p)

=P(Y =y) = p/(1—p)"Y, y=0,1,...,n
LAWY n—j
F(y) =P <y) = ) p’(1—p)
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“*Multivariate normal/Gaussian distribution

Used in finance and uncertainty quantification
Y ~ A4 (u,X) isad-dimensional random vector
scipy.stats.multivariate_normal (mean, cov)
w = mean
Y = covariance matrix

o(y) := 2 d/2\2|1/2 exp(—3(y—p) T 'y —p))

/(ooy)
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“*'Sampling

Let Y be be a random variable, often Y = f( X))

Y1.Y>,...bea Sample
not necessarily random or independent and identically distributed (lID)

1 n
o = — Y, Is the sample mean
fin = — ; p

> (Y; — fin)? is the sample variance

1=1

9 1

Q
|

n—1
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“#Under random sampling
Let Y be be a random variable, often Y = f( X))

°(Y;) = p so uy, IS unbiased

If in addition, Y7, Y5, ... are uncorrelated, then

(5

) = 0° s0 5~ is unbiased

mse(fn) = E{(u — pn )] = var(p,) = —, rmse(fin) = /n
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“#Central Limit Theorem

Let Y be be a random variable, often Y = f( X))

Yi.Yy,... Y

The distribution of

fn, —

o/\/n

approaches A (0,1) as n — oo

which means that

Iy, ~ N (u, 0 /n) for large n
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Monte Carlo estimates of properties of Y

Let ¥ be arandom variable and let Y, ¥, ... be an IID random sample

Population Quantity Sample Approximation
mean p i, £ 2.580, , np.mean(data)
variance o 0%, np.var(data, ddof=1)
cumulative distribution empirical distribution function £,
function F statsmodels.distributions.empirical_distribution.ECDF (data)
quantile function () empirical quantile function @n
np.quantile(data, probabilities)
probabllity density or historgram,np.histogram(data, bins = "auto")
mass function o kernel density estimator, scipy.stats.gaussian_kde(data)

For 11 we have an interval estimator, but for the others typically point estimators
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https://github.com/QMCSoftware/MATH565Fall2025/blob/main/notebooks/AreWeThereYet.ipynb
http://www.apple.com

“#Let me know your professional aspirations?
 (Go to menti.com
e Use code 6222 6078
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http://menti.com

“#Conditional probability

Let (Y, Z) be be a vector of random variables

IP)(Y:y\Z:z):P(Y:y&Z:Z)

P(Z = z)
PY =y |Z=2)= P2 = ZIL{Z::?Q)IP}(Y =) Bayes’ Theorem
B QY,Z(?J; Z)
QY\Z(y | Z) — QZ(Z)

W(Y)=Ez|Ey(Y | Z)
var(Y) = Egz|vary (Y | Z)| 4+ varz|Ey (Y | Z)]
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’Condltlonal Monte Carlo

Let (Y = f(X1.4), X1.q) be be a vector of random variables
Let Z = X 5.4
If g(X2.4) = Ey (Y | X2.4) has an analytic form, then
p=E(Y) =Ex,,g(X24)] and var(Y) > varz[g(X2.4))
It h(y, X2.q) = 0v|x,.,(y | T2:.4) has an analytic form, then
oy (y) =Ex., ,|h(y, X2.q)] probability density expressed as expectation
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%Blg ldeas

o Sample quantities, often using |ID samples, used to estimate population
properties of a random variable with a complex distribution, including

e Means, variances, covariances

* Probability density/mass functions, cumulative distribution functions, and
quantile functions

 For means we have interval estimators, which indicate the uncertainty in our
estimates, using the CLT

* For the other properties we have point estimators, I.e., only one approximate
value for each thing to be estimated




