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Parallel Computing
Many personal computers now have GPUs built in.  This allows one to perform 
computations in parallel using PyTorch.  Here are some things to keep in mind


• Monte Carlo calculations are pleasantly parallel because the function values 
can be obtained independently, and one can even compute multiple 
expectations independently.


• Calculations on GPUs are typically using 32-bit floating point, not 64-bit 
floating point.  This means that we have about 6 significant digits of accuracy, 
not 15.


• For small problems, GPUs may not be better than CPUs, but for large 
numbers of samples or large numbers of similar problems, the speed-up can 
be impressive.

3
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Gradient Descent
Optimization problems take the form





Gradient descent updates the estimate of  iteratively by moving downhill:


,


where  is the step size or learning rate.


• This will often converge since  as 


• But it may converge to a local minimum


• This may require more steps than methods that use second derivatives, but 
each step should be cheaper and easier to compute

θ* = argmin
θ ∈ ℝm Loss(θ)

θ*

θ0 given, θk+1 = θk − η∇Loss(θk)

η

∇Loss(θk) → 0 θk → θ*
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Stochastic Gradient Descent
Loss function in regression often take the form





The loss to be optimized is a sum of many losses.  If  is large, then the 
gradient is expensive.  An alternative is stochastic gradient descent





where  are chosen IID uniform over , which is cheap.

Loss(θ) =
N

∑
i=1

lossi(θ; data), e.g., lossi(θ; data) = [yi − θ1 exp(θ2xi)]2

N

θ0 given, θk+1 = θk − η∇lossik(θk)

i0, i1, … 1,…, N
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Stochastic Gradient Descent
Loss function in regression often take the form





gradient is expensive.  An alternative is stochastic gradient descent


Loss(θ) =
N

∑
i=1

lossi(θ; data), e.g., lossi(θ; data) = [yi − θ1 exp(θ2xi)]2

<latexit sha1_base64="k8J9UD+3eEH2t3+iSlpZtm5Q6X4=">AAAIDniczVTdbhQ3FB5I2qVbWqBccmO6KqJkScepCHtTCQUQUAmaogYi4nTl8Xh2zXjGg+1ZsrL8Dr3os/QOccsr9Fl60+PZiZrd7PZHykWt0cwZf+ccf+fPSSWFsXH8+7nza+sffdy58En304uffX7p8pUvXhhVa8b3mJJK7yfUcClKvmeFlXy/0pwWieQvk/x+wF9OuDZClT/ZacUPCzoqRSYYtbA1vLL2K0n4SJSOSjEqb/kusfzIOgL2RTV2E1oKKan3iLypaYpIomRqpgV8HLFjbqkfunwDe3QDfbcC9eg2IiAjUtJEwqegdqwLJ5UxgIth7m8us8y/RoR0j5nMeKWc0akoR8gHj2fBapj/d17943Nn9nBEpilzzW/sHTFvtHUYbaD8GxzHIXlkIa+FKMXthFo2PqPUBgII7yBi6iJwd/lrD2bY/7yzMr6g808htp6ICk3EbVuGJ08e+BCnKPzMrWHa7XniMNjJVFnTR8+I/5uwITlNLc8k/FDD/2cC+v+6R7qEl+nxFA4v9+LNuFnotIBboRe1axfmmJJUsbrgpWWSGnOA48oeOqqtYJKD99rwirKcjrgbcznhFvY0L/lbpoqCwtEko4WQ05RntJY2MMyO5Tnro+bSgT1A4dJp/lzOp6Wy/JGGirrnj3a8G9zpN49HX6HenWZ1yWnlpW52ZM1bN3Ef40EfD7aXaz7naauIB7i/9W0/nidLCxMqCySaIi1iYXMpVkDYQqu3896a/jGZAZNKq4lIuUFt8U/qHdQ2Gxw6UVa15SUDbcCyWiKrULiDUSo0Z1ZOQaBMCygRYmMK7WGhx+ZOTJTKLU0M8DhZqtk4+QN86BxZkroe9n7BRKerTJocthYPOHSP5k8hqB8qrqkFNTKh2rvwWoEzNfEuvFbghQFK4bUC142Cnmmc5LyrVQKNGFKcJG53MaSHR3+BDxfBVGQtChOfLqKTfQBPzP3+KYVX8wqvfBhKvDiCp4UXW5t4e3P7x63eve/b8bwQXYu+jG5GOLob3YseR7vRXsTW/li/vn5rfaPzS+e3zrvO+5nq+XOtzdVobnU+/An7mOcF</latexit>

vanilla ωk+1 = ωk → ω↑lossik(ωk)

decaying ω ωk+1 = ωk → ωk↑lossik(ωk), ωk =
ω0√

1 + k/100

mini-batch ωk+1 = ωk → ω
1

B

B∑

ikj=1

↑lossikj (ωk), ikj
IID↓ U {1, . . . , N}

mini-batch + decay ωk+1 = ωk → ωk
1

B

B∑

ikj=1

↑lossikj (ωk), ikj
IID↓ U {1, . . . , N} ωk =

ω0√
1 + k/100
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Two Level Monte Carlo
Let’s start with a simple example:   and we want to estimate 


, where , , 


using IID samples








and the cost of one  is .  How does one choose  and  optimally to 
minimize ?

Y = Y1 + Y2

μ := μ1 + μ2 μ := 𝔼(Y) μ1 := 𝔼(Y1) μ2 := 𝔼(Y2)

̂μ := ̂μ1 + ̂μ2, ̂μ1 :=
1
n1

n1−1

∑
i=0

Yi1, ̂μ2 :=
1
n2

n2−1

∑
i=0

Yi2, Y0,1, Y1,1, …, Y0,2, Y1,2, IID

mse( ̂μ) =
var(Y1)

n1
+

var(Y2)
n2

Yℓ $ℓ n1 n2
mse( ̂μ)

7



of 12

Two Level Monte Carlo
, , , , 








To optimize make 

Y = Y1 + Y2 μ := μ1 + μ2 μ := 𝔼(Y) μ1 := 𝔼(Y1) μ2 := 𝔼(Y2)

̂μ := ̂μ1 + ̂μ2, ̂μ1 :=
1
n1

n1−1

∑
i=0

Yi1, ̂μ2 :=
1
n2

n2−1

∑
i=0

Yi2, Y0,1, Y1,1, …, Y0,2, Y1,2, IID
<latexit sha1_base64="AF5OfnskzPSDlC2UmWcoRc9GRyg=">AAAGHXiclVRNb9NAEHUDgRK+WjhyWZGCWlpVcaSWXJCqQlWEhAiItEV1Gq3tcbKK7bV212mj1f4WfgJ/gCs3xBVx5Qo/grHj0iT9gK6iaD3vzcyb9Vu7ScikqtV+zJSuXC1fuz57o3Lz1u07d+fm7+1IngoPWh4PudhzqYSQxdBSTIWwlwigkRvCrtt/nuG7AxCS8fi9GibQjmg3ZgHzqMJQZ77UclzosljTkHXjJ6bi8AQEVVzENAIdSTCLziHzoUeVdqLULJHH5BlxAkE9oifJAyrM4oeOvWR03LENWb6QVs9pdUOI41Tymmnsg3AxA7J84ixgkY52ZOpKRb2+dhQcKa1YBEQmECuDmWQU5DFZwM4LxhhSGS+UK7hQ50F91Gmy1T9OAZOLzgSJZEzJiTwyLmp5UhYOnnWtX26++qXmKw74oOh0ufnq/z3fsSiI/b8mqnTmqrXVWr7I6Y1dbKpWsZpoxE+Oz700wsJeSKXct2uJamsqFPNCQF+mEhKUTrugexAOQGFMQAyHHo8iis2dgEYsHPoQ0DRUBqcNjvcT2Uf5rcEYonhr8ifdh2HMFWwLOjT63fam0Y21lfxnyCNSXctXxTlNPrPMZphCUaa2YtuNFbuxPimCRlIOIxeLR1T15DSWBc/EsoiQgUQwEXyAr0ySnOWJcd5+qoJGW7M4SRXEHrIRC9KQKE6yzwDxmQBPhUPcUE8wPGTi9Sh6SeHHYqKjy3lfUVei/vHDxg9MlPTMvt3W2jlj+CreKEx5Afg2BbxGiW8Ky2knM2ju0nNwjw+Mzv7OwTO/5qY9Bxc5QYwY46KbgrtojOzAXFc3zRS8dXQCbk2DPgsKVETax+s0V7WnDX16s1NftddX19/WqxuvCrPPWg+sh9aiZVtPrQ3rpdW0WpZX+lz6WfpV+l3+WP5S/lr+NqKWZoqc+9bEKn//A0oRKEk=</latexit>

mse(µ̂) =
var(Y1)

n1
+

var(Y2)

n2

= n1$1︸︷︷︸
time spent

on Y1

var(Y1)

n2
1$1︸ ︷︷ ︸

mse(µ̂1) per
time spent on Y1

+ n2$2︸︷︷︸
time spent

on Y2

var(Y2)

n2
2$2︸ ︷︷ ︸

mse(µ̂2) per
time spent on Y2

var(Y1)
n2

1$1
=

var(Y2)
n2

2$2
8
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Multilevel Monte Carlo
, , , 








To optimize make , i.e. 

Y = Y1 + ⋯ + YL μ := μ1 + ⋯ + μL μ := 𝔼(Y) μℓ := 𝔼(Yℓ)

̂μ := ̂μ1 + ⋯ + ̂μL ̂μℓ :=
1
nℓ

nℓ−1

∑
i=0

Yi1, Y0,1, Y1,1, …, Y0,2, Y1,2, …, … IID
<latexit sha1_base64="b4tGYArVY/uvOf3ZFKHARQmUjFA=">AAAGWniclVRbTxNBFF5aqVC8gPrmgxOLBpSQLgnYFxOCEoypEY1cDIPN7OxZumF3Z5mZLTST+RP+EX+PiX/EN89uF2m5KZOmOXu+c/nOzDfjpVGodLP5c6xSvTVeuz0xWZ+6c/fe/emZB9tKZJLDFheRkLseUxCFCWzpUEewm0pgsRfBjnf4Jsd3eiBVKJIvup/CfswOkjAIOdPo6sxUvlMPDsLEsCg8SF7YOhUpSKaFTFgMJlZg5+hx6EOXaUPjzM6T5+Q1oYFknJjR4B6Tdu5rx523Jum4lrwklPtCq9y4Jr5dxLftAqFHRxnz63S2QyGK8jYaTrThQmkiAiISIJZ8HYCU1gsiWeKD9LA65E0J5rq2Y6jKPKUZPzSDEjqMgagUEm0xs6wrEjKLdGettaQ+XKhge+1w35YGnUZb/WPrMLnsTDCQDDE5o0eGSQ1tYH100Hbevn2zQds3GrQ8lcGg7RsO2v7vQU9JQeL/lWBnutFcbBaLXDTc0mg45dpEFf+gvuBZjHV5xJTac5up3jdM6pBHgKLOFKTInB2A6ULUA40+CQkccxHHDHvTgMVh1PchYFmkLQ4bnNoj2SfFlUMfonjlii9zCP1EaNiQrG/N5401a1rLC8XPkmeksVysOr0YfGmZtSiDskxzwXVbC25rZZQEi5Xqxx4Wj5nuqvNY7rwUyz1SBQrBVIoenpgiRRSXw3F7mQ5a+yZM0kxDwjEasSCLiBYkf0OIH0rgOuqjwbgMcZMJ7zKUksaXZqSjJ8ShZp5C/sObja9TnHbtnrtvDL1k+AbeLEx5C3iaEj4gxY+l4gzN9VmI9Aqci541+d8VeC7XQrNX4LIIkIOIYdKbUngojHzDPM9s2nPw+skZuH4e9MOgRGVsfLxN0w33vKAvGttLi+7K4sqnpcbq+1LsE85j56kz57jOK2fVeedsOlsOr/yuPqnOVefHf9Uqtcna1CC0MlbmPHRGVu3RHzZzOdE=</latexit>

mse(µ̂) =
var(Y1)

n1
+ · · ·+ var(YL)

nL
, $ω = cost of one Yω

= n1$1︸︷︷︸
time spent

on Y1

var(Y1)

n2
1$1︸ ︷︷ ︸

mse(µ̂1) per
time spent on Y1

+ · · ·+ nL$L︸ ︷︷ ︸
time spent

on YL

var(YL)

n2
L$L︸ ︷︷ ︸

mse(µ̂L) per
time spent on YL

var(Y1)
n2

1$1
= ⋯ =

var(YL)
n2

L$L
nℓ ∝

var(Yℓ)
$ℓ

9
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Multilevel Monte Carlo
• Larger  implies larger 


• Larger  implies smaller 


•  and  may need to be estimated by pilot samples


• Often , where  is small but cannot be sampled


• For the optimal sample sizes 


var(Yℓ) nℓ

$ℓ nℓ

var(Yℓ) $ℓ

μ := μ1 + ⋯ + μL + Δ Δ

nℓ = c var(Yℓ)/$ℓ
<latexit sha1_base64="Tzv6kaxcEmHzRVT1FY3UvItzzKQ=">AAAHcHiclVRdb9s2FJWzru6yjzbby4A9jK07IE2FwPLq1C8DimxFhqFFvWJp3YauQVFXNhdK1EjKiUHwR+5xP2IvfenrKEVpI9kaNsKwqHvOvTrk/QgzzpTu9//qbH107ePr3RufbH/62edf3Ly18+ULJXJJ4ZgKLuQkJAo4S+FYM81hkkkgScjhZXj6Y4G/XIJUTKS/6VUG04TMUxYzSrQzzXY6v+MQ5iw1c6IXIPfsNhYZSKKFTEkCRgtNOPYRFUrbXXzGIlgQbXCS23voB0QRPmRzfoKw+kM6c813SaTdfTUL7mEf350FFt1HmEZCq2LTzn9ywX9ii9ByijBuaEoUbJCCY0koCsx/128r8f+u/X8pR6VwdKH8zWAbQxq9v9rZrV5/v18utL4Jqk3Pq9Z4tnPtbxwJmieQasqJUidBP9NTQ6RmlIPLVa4gI/SUzMEsgC9BO5uEFM6oSBLivo1jkjC+iiAmOdfWYBVf7mve52UpOZtDXSmVb+YUVqnQcCTJyprnR4fWjIZ++bPoO9Qblmsbr5M3hjnkOVRh+n4QjPxgdLCZ+RyiihiMAn/wvd/fzHsFnIuzijoYDv1B8NAftpCfSZLOLwUMHgychAdl4Cu3QBKlVknoTpe4nKkmVhg3Yom7TyadlLrV8bQQXK2bpYqVi5RJsXQVqVAZksqrvJNcx6OpYWmWa0ipYzsszjnSAhWdjCImgWq+chtCJXMlgeiCuCbQrt9rXwyFONUkLHRcLQ03I5JsYU+CqTF4Q6p6gbUNFxm1uZQ52+Cxav3IZfY2OAnZ5nSZxcrpJ3B9IeGpu75nVUMaXHRj2ZItOBVLa4q/FryYL+WQacFlSZCtjD2DiZwnLLWmetZPN5YidJ1Y5DwMzbh5+MfnH8DHTTBicYXKxERNdDlxYCh4VFSx4GayRnhdJ7xuEuikCu+qcd39aHwFPbL49vuXtVMs3IQ1tXnblHJel3JuiwEZNMfh+ubFYD842D/4ddB79Es1Km9433h3vF0v8B56j7yfvbF37NHOn513W95W5/rb7tfdb7u3L6hbncrnK6+2unv/ABzpr54=</latexit>

total cost(µ̂) = c
[√

var(Y1) $1 + · · ·+
√

var(YL) $L
]

mse(µ̂) =
1

total cost(µ̂)

[√
var(Y1)$1 + · · ·+

√
var(YL)$L

]2

10
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Multilevel Monte Carlo for -D Expectations∞
, e.g.,  is an option payoff using  time steps


Let , for , where .  Then








Typically .  If   decays, then MLMC works well by choosing 
 with  large enough.

μ = lim
d→∞

𝔼[ fd(X1:d)] fd d

Yℓ = fdℓ
(X) − fdℓ−1

(X1:dℓ−1
) X ∼ 𝒰[0,1]dℓ fd0

= 0
<latexit sha1_base64="/lK6CmmhrLyTlLN50CwVagY6tFM=">AAAFSHicfVNbaxNBFN7EVGu8tQr64MtgsFRsSzbYGgShVEtFKkaxF8mEMDs72wyZvXRmNjYMA/4j/4f/wF/gq2/im2e3K7k7hMnZ833znbNnv/ESwZWu13+UylcqS1evLV+v3rh56/adldW7xypOJWVHNBaxPPWIYoJH7EhzLdhpIhkJPcFOvP6rDD8ZMKl4HH3Sw4R1QnIW8YBToiHVXS19xWGK1tBLhHBIdM/zzL5t4zTymfQkocwEXeN3XbuOvVj4ahjCnzm1XeO+yNJP0CbKGXWLIPkZUugpqs4INOYLNEYC/ymRCzcyYUz9WCuEcXUN4fPzlPhZcrrY4Xypw1Exc7jp2vmsS6goemg7WQHBQziFsI4R5lGgh3Z8WpniXK1RvcUddbortfpWPV9oNnCLoOYUq9VdLX/DfkzTkEWaCqJU260numOI1JwKZmH4iiWE9skZMz0mBkxDTrKIfaFxGJLINzggIRdDnwUkFdoarIJ/8cTpi9xgkAMUDJY/mT4bRrFmB5IMrfl4sGdNc3sj/1n0GNW281XFs+S5MnsiZYVMfcN1mxtuc2eyCRKqbGwgno1cTWNZci6WZaQKFICJjAfcZwrlLCrHee1UB82O4VGSahZRYAMWpALBx85uDPK5ZFSLIQSESg5DRrRHwG0a7tVERS+O+5p4CvofHzbcxTDp2bbbMQbPefka+A2OvGbwNSV7By2+T5gkGnh4QKQ12bYAp/HAmmxbgIcKCmTbAlzmBHnJGG+6JWMPjFG4vGWn4P2LEbg/Dfo8KFAZwtWwYHF32tCzwXFjy93Z2vnwrLb7tjD7svPQeeSsO67z3Nl13jgt58ihpZ/lW+X75QeV75Vfld+VP5fUcqk4c8+ZWEvlv80X0oM=</latexit>

µ = E[fd1(X1:d1)→ fd0︸ ︷︷ ︸
Y1

+ fd2(X1:d2)→ fd1(X1:d1)︸ ︷︷ ︸
Y2

+ · · ·

+ fdL(X1:dL)→ fdL→1(X1:dL→1)︸ ︷︷ ︸
YL

] + lim
d→↑

E[fd(X1:d)→ fdL(X1:dL)]

̂μ := ̂μ1 + ⋯ + ̂μL, ̂μℓ :=
1
nℓ

nℓ−1

∑
i=0

Yiℓ, Y0,1, Y1,1, …, Y0,2, Y1,2, IID

$ℓ ∝ dℓ var(Ydℓ
)

d1 < d2 < ⋯ < dL dL
11
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Multilevel Monte Carlo for -D Expectations∞
, , for , . 





If , , and , then


μ = lim
d→∞

𝔼[ fd(X1:d)] Yℓ = fdℓ
(X) − fdℓ−1

(X1:dℓ−1
) X ∼ 𝒰[0,1]dℓ fd0

= 0

̂μ := ̂μ1 + ⋯ + ̂μL, ̂μℓ :=
1
nℓ

nℓ−1

∑
i=0

Yiℓ, Y0,1, Y1,1, …, Y0,2, Y1,2, IID

dℓ = mℓ var(Yℓ) ≤ βvℓ $ℓ ≤ γdℓ = γmℓ

<latexit sha1_base64="onIj2K5FPvEvnQAYQ6vGJcFa30c=">AAAIBniclVXdkts0FHZDIWX565ZLbgQZdrbF3cZps80FMJ2FzjLMMg0dtk27CjuyLCeelS0jydnNaHTPDbfwFtwx3PIaPATvwJHXKWsnhkGTsY/P951fHSlhzhOl+/0/r3Veu/76G90bb2699fY77753c/vWMyUKSdkxFVzISUgU40nGjnWiOZvkkpE05Ox5ePaFw58vmFSJyL7Ty5xNUzLLkjihRIPqdLvj4ZDNkswQnsyyO3YLi5xJooXMSMqMFppw7CMqlLa7+DyJ2Jxog9PC3kY7mDNEET5IZvwEYfWDBCRkmiA8I2kKLx8tUos+QZhGQisnbCTtLtLb3x9Z50hOEcZbO+gzRNe5FuGwjFUamODeoOb8UnsEWkdbeXJJVjVSaJSCEmNJKDK0PWVrgruXoPtAOJci1wLVe+N6gpGIkUUvToMGiHIitfXRDrhDn6LA5fIfcasuuNjBvf8X/ejfon9eRWdZ9KoDTq52/PRmr7/XLxdaF4JK6HnVGp9uX/8LR4IWKcs05USpk6Cf66mBkAnlDLwXiuWEnpEZM3PGF0yDTrKMnVMBtUJoHJM04cuIxaTg2hqs4pVcs74oBxx0gMKAl1/mjC0zodmhJEtrnh4eWDMa+uXPoo9Rb1iuLbxO3ujmgBesctP3g2DkB6P9zcynLKqIwSjwB/f9/mbeC8a5OK+og+HQHwQP/WEL+Ykk2WyVwODBAFJ4UDq+0gWSKrVMQ6guJXqumphTbsRS6GciIZW6FnhaCK7W1VLFCjzBvC3goCtUuqTyKu+k0PFoapIsLzTLKLABiwuOYEDd/YKiRDKq+RIEQmUCI4HonMDga7iFahFDIc40CV0eV0cDbq40n9uTYGoM3rBVvcDahomM2kzKPdtgsWwNstq9DUZCthmtdrEy+pLBuZDsG2jfk+pYGrwg0hr3aMGpWFjjHi14qiCAe7TgsiTIVsYdg4mcpUlmTfWuVzeWIoST6PY8DM24Wfzji3/Ax00wSuIKlamJmuhiAmAoeOSmWHAzWSO8rBNeNgl0UrmHaVw3PxxfQQ8t/vDVx1oVc/jjMrW/sWYqF/VULqy7IIPmdbguPBvsBft7+98Oeo++rq7KG94H3kferhd4D71H3lfe2Dv2aGfW+anzc+eX7o/dX7u/dX+/pHauVTbve7XV/eNv5uzgug==</latexit>

total cost(µ̂) → c
[√

ωε vm+ · · ·+
√

ωε (vm)L
]

= c
√
ωε

[
(vm)1/2 + · · ·+ (vm)L/2

]

→






c
→
ωε vm

1↑
→
vm

↑ cost of Y1 part, vm < 1
c
↓

ωε (vm)L

1↑1/
→
vm

↑ cost of YL part, vm > 1
12


